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Abstract 

Captured human motion is widely used by the 
medical, surveillance, and entertainment industries. In 
these fields, many interesting motions occur at mixed 
scales. Subtle localized motion often occurs together with 
long range movements. One of the chief challenges in 
recovering these motions is to obtain high resolution 
imagery suitable for resolving small details, while 
simultaneously increasing the working volume in which 
recovery is possible. 

This paper proposes an architecture for mixed scale 
motion recovery. Robust coverage of a large working 
volume is provided by a wide area tracking system. This 
system localizes interesting motions, and guides a 
separate foveated system of pan-tilt cameras to observe 
the detailed motion at high resolution. We demonstrate 
two applications, foveated structured light scanning and 
the capture of muscle deformation while walking. Both 
applications allow recovery of subtle detailed motion that 
would not be possible using existing single scale systems.  
 

1. Introduction 

Motion capture systems are used widely in the 
entertainment and biomedical industries. In addition, 
current research efforts are bringing markerless capture of 

body motion, facial deformation, and hand gesture within 
reach. It is likely that these advances will enable a large 
number of applications in computer interaction, medicine, 
entertainment and surveillance. 

Many applications require the recovery of motion at 
mixed scales. For example, in a soccer stadium, player 
motion is at a much smaller scale than the field itself; a 
person’s facial expression is at a smaller scale than the 
person’s motion in a room; and the gestures of a hand are 
at a smaller scale than the space within an arms reach. 
Due to the fundamental tradeoff between imager 
resolution and field of view, existing motion recovery 
systems have primarily focused on single scale motions. 
In these systems the magnitude of the motion is at 
approximately the same scale as the volume in which the 
motion occurs. One of the chief challenges to increasing 
the range of recoverable motion is to develop systems 
which can robustly capture motion at mixed scales. 

In this paper we introduce a foveated system which 
can capture detailed motion that occurs imbedded in a 
much larger working area. A wide area tracking system is 
used to robustly localize motion in a large working 
volume. This information steers guidable cameras which 
are zoomed onto the much smaller volume in which the 
relevant action occurs. By partitioning the goals of 
enlarging coverage area and obtaining high resolution into 
disjoint subsystems, each can be optimized without 
making unnecessary tradeoffs. In addition to proposing an 
architecture for mixed scale motion recovery, we 
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Figure 1. Overview of our mixed scale motion recovery system. A wide area tracking system robustly 
locates the target in a large working volume. The foveated observation system uses this information to 
direct high resolution imager towards the target. The high resolution video is streamed to disk, for later 
off-line analysis and motion recovery. 
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demonstrate two applications enabled by our system that 
would not be possible with existing single scale systems. 

2. Related work 

In existing single scale motion recovery systems, a 
tradeoff must be made between increasing coverage area 
and providing the maximum image resolution. Systems 
have been built at both ends of the design spectrum. 

A number of researchers have attempted to capture 
actions which cover a wide area. Kanade’s Virtualized 
Reality dome, and 3D Room both use many cameras to 
cover a space the size of a typical office laboratory [1] 
[2]. Similarly, commercial motion capture systems, such 
as those from Vicon and Motion Analysis, can track retro-
reflective markers in a room size environment [3] [4]. At 
the far extreme, outdoor surveillance systems often cover 
extremely large areas [5]. However, all of these systems 
focus on capturing large scale motions that occur in large 
scale environments. 

There has also been a great deal of research on 
capturing extremely detailed motion. For instance, 
Guenter et. al. capture the subtle deformations of a face 
that occur while speaking [6]. The speaker’s head is 
required to remain centered in the field of view of several 
narrowly focused cameras. Other researchers have 
captured the motion of a hand in order to recognize 
gestures [7]. These systems are focused on the recovery of 
detailed motion given  high resolution images, but do not 
address the capture of such images. So  typically motion 
is restricted to a small area in order to obtain maximum 
resolution. 

Simple foveated vision systems have been built. 
These systems typically pair a singlewide-angle view 
camera with a pan-tilt-zoom camera to provide high 
resolution images of a target. For instance, Greiffenhagen 
et. al. use a panoramic imager to locate a person, and a 
pan-tilt camera to capture the face [8]. Goodridge and 
Kay built a system which fuses audio measurements and 
video from a single wide angle camera to localize a 
speaker. A pan-tilt camera can then be oriented in the 
correct direction [9]. These systems image the 
environment from a single direction so can not robustly 
handle complex motion and occlusions.  

We demonstrate a mixed scale motion capture 
system, which provides robust target localization over a 
wide scalable coverage area. Foveated high resolution 
cameras provide detailed imagery from several 
viewpoints, allowing recovery of subtle motion not 
previously possible. 

3. System architecture 

Recovering motion in a large working volume 
requires that imagers have a relatively wide viewing 

angle, in order cover the entire volume. Unfortunately, 
this is a direct conflict with the need for a relatively 
narrow field of view in order to maximize the effective 
resolution of the imager. We address this challenge by 
noting that motion often occurs at mixed scales, the actual 
area of interest at any time is often a small subset of the 
total working volume.  

Our system employs both a wide area tracking 
system to localize motion in a large volume, and a 
detailed capture system to recover high resolution motion. 
An overview of this architecture can be seen in Figure 1. 
The wide area tracking system can be optimized for 
coverage and robustness without making tradeoffs for 
high resolution. In addition, the detailed motion recovery 
system can obtain optimal imaging resolution without 
making tradeoffs for a larger working volume. Combining 
these components results in a system capable of capturing 
subtle motion over a wide area. In the following 
subsections we describe each sub-system in detail. 

3.1. Wide area tracking  

A desirable wide area tracking system should 
robustly handle complex motion and scalably cover a 
large area. We use a network of independent video 
cameras to observe the environment. Our current system 
has ten cameras which provide robust tracking of an area 
of 4 x 5 x 2 meters from many surrounding viewpoints. 
Additional cameras can easily be added to increase the 
coverage area. We calibrate the intrinsic parameters of 
each camera independently. [10] However, to ensure 
globally consistent tracking, the external pose of all 
cameras are optimized with respect to each other. [11] 
Figure 2 shows an overview of camera placement in our 

 
Figure 2: Placement of cameras in our wide 
area tracking system. These cameras can be 
placed to optimize coverage and robustness, 
without making tradeoffs to obtain good  
resolution. 



system.  
In addition to physical coverage of space, a scalable 

tracking system needs to manage CPU load. By coupling 
a digitizer and local CPU with each camera, we ensure 
that computational bandwidth is sufficient to process each 
additional video stream. We have used both SGI Indy 
workstations and Wintel PCs with Matrox Meteor 
digitizing boards. The local CPU computes image feature 
coordinates from the high bandwidth video streams and 
communicates only the low bandwidth feature data via 
ethernet to a central estimator which integrates data from 
all observing cameras.  

Each camera and associated CPU tracks the desired 
target in a subsection of the entire working volume. The 
object or feature parameters detected in each video stream 
are communicated to a central estimator which integrates 
information from all cameras into a single estimate of 
object pose. A large body of research exists on tracking 
objects in a single video stream, many of which are 
applicable. [12] [13] While we have experimented with 
several more complex tracking methods, the emphasis of 
our wide area tracker is coverage and robustness. In order 
to ensure robustness, we use LED light sources to mark 
target objects, and a simple image intensity thresholding 
to locate targets in each video stream.  

Features from each observer are integrated into a 
single estimate of object pose. Efficiency is important 
since these estimates will be used to guide the detailed 
tracking system to cover the appropriate subspace. 
Therefore, we choose to use an extended Kalman filter 
(EKF) to integrate observations because its efficient 
computation enables higher update rate. [14] The EKF 
estimates position and velocity of the targetfrom the 2D 

observations of the mounted LEDs. 

3.2. Foveated motion recovery 

The goal of our detailed motion recovery sub-system 
is to provide high resolution coverage of the desired 
target. Traditional tracking systems must trade off 
resolution for coverage area, thus optimal motion 
recovery can not be obtained. In our system, the wide area 
tracking system guides the detailed tracking system to 
cover only the sub-volume in which the target currently 
resides. Since only the necessary subspace receives 
attention from the detailed tracker, optimal resolution and 
accuracy can be maintained.  

The detailed tracker must selectively cover a sub-
volume of the total working area. We use four imagers 
mounted on pan-tilt mechanisms to achieve this goal. The 
pan-tilt settings of these cameras can be operated via RS-
232 serial control, so that any part of the working volume 
can be contained within the current viewing area. The 
Sony EVI-D30 cameras we use also allow automated 
control of zoom and focus. Figure 3 shows the location of 
these detailed cameras in our system.  

 
3.2.1. Pan-tilt camera model. As the camera pans and 
tilts around its internal axes, the extrinsic pose of the 
camera changes. This motion must be calibrated in order 
to correctly steer the camera observation area to the 
desired target. As shown in Figure 4, we model the pan-
tilt mechanism as a pair of arbitrary axes in space around 
which the camera rotates. Neither the axes nor the 
cameras nodal point are constrained to be coincident. 
Given a camera calibrated extrinsically in some known 

 

Figure 3. High resolution imagers in the 
detailed tracking sub-system are guided to 
constantly observe the target as it moves 
around the entire working volume. 

 
 

Figure 4. The camera’s pan-tilt mechanism is 
modeled as a pair of arbitrary axes in space. 
Changes in the camera’s pan-tilt parameters 
cause the camera’s position and orientation 
to rotate around these axes. 



pan-tilt parameter configuration, any other configuration 
can be generated by rotating the known camera position 
and orientation around each of the axes.  

A traditional static camera can be calibrated by 
placing a target with known features in the field of view. 
The 3D location of the features are registered in 
correspondence with their observed image coordinates. 
Given an ideal pin-hole camera model, each feature point 
satisfies 

1
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where (x, y, z) is a known feature location in world 
coordinates, and (U/W, V/W) is the 2D image coordinates 
observed by the camera. By measuring many points, the 
parameters of the camera projection matrix, P, can be 
determined. The camera projection matrix is typically 
parameterized by its position, orientation, and focal 
length. A pan-tilt camera is additionally parameterized by 
two axes. Thus, the transform from world coordinates to 
image plane can be written as 
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where R is a rotation matrix defined by an axis, A, and 
rotation angle ? . An axis is parameterized by a 3D point 
and direction. Given a set of known 3D features, their 
corresponding image coordinates and the pan-tilt 
configuration (?P,?T) used to make each observation, the 
parameters of P, AP, AT  can be solved jointly by setting 
up a set of non-linear equations..  

Calibrating the camera model that we have defined is 
an additional challenge.  Since the camera can pan and tilt 
to cover a very large working volume with very high 
precision 3D features that span the volume cannot be 
easily acquired using a single small target as is 
traditionally done when solving for camera extrinsic 
parameters. Instead, the wide area tracking system can be 
used to construct a large virtual calibration target [11]. 
The pan-tilt camera is  rotated to observe the virtual 
calibration target from many pan-tilt configurations. The 
best fit axes and camera pose can now be found by 
solving the systems of non-linear equations shown above. 

 
3.2.2. Camera control module. The detailed tracking 
system must be guided so that only the active area of the 
entire working volume is observed. This would be 
difficult to achieve if the detailed tracking system was 
operating independently and tracking the target by itself. 
The foveated cameras would have to exhaustively search 
the entire working volume to identify the target of 
interest, and then repeat this process whenever tracking 
ambiguities, occlusions, or unexpected acceleration 
caused the target object to be lost. Instead we use the wide 

area tracking system with multiple overlapping camerasto 
robustly localize the area of interest and then simply 
direct the foveated system to make observations in the 
right direction.  

Given a point of interest by the wide area 
localization, we can find the pan-tilt setting that causes 
the foveated cameras to observe the correct region. As 
described previously, we can determine the optical 
viewing axis given by a base camera calibration and pan-
tilt setting. To find the correct setting we can merely 
search for the optical viewing axis which intersects the 
desired point in space. The distance between the line 
given by an optical axis and the desired point can be 
minimized to find the correct setting. We use a simple 
gradient descent method and were able to find correct 
settings in only a few iterations. 

Another challenge to real-time foveated tracking is 
the  inevitable latency in the pan-tilt mechanism and in 
the wide area localization. A target moving with a high 
velocity is likely to have left the expected observation 
region by the time that the camera actually observes that 
region. Because the EKF in the robust wide-area 
localization sub-system can  estimate the position as well 
as the velocity of a target in space, we can predict the 
location of the target in the near future and direct the 
camera toward the predicted location to compensate for 
latency. We have found that without prediction the target 
often moves outside the detailed observation region. By 

Figure 5 In this foveated structured light 
depth imager, the projected light covers the 
entire working volume. The detailed 
observation system observes only a small 
region of the entire volume, providing higher 
resolution depth estimates. 



using prediction the target stays within the observation 
region except under extreme acceleration. Empirically, 
the pan-tilt mechanism of our cameras seems to require 
about 300ms to reach a target configuration. 

4. Results 

A number of interesting applications can be enabled 
by a mixed scale motion recovery system. We describe 
two applications that we have investigated in our lab 
which are made possible by the system described 

4.1. Foveated structured light 

Structured light systems recover depth images by 
projecting known patterns into a scene and analyzing the 
patterns as observed by a camera[15, 16]. Depth images 
are useful in a number of domains, including image 
segmentation, gesture recognition, and model recovery. 
Spatial resolution of these capture systems is limited by 
both the projector and imager. While modern projectors 
can  easily display over 1000 stripes, typical NTSC video 
cameras can only resolve about 250 of these lines 
uniquely. Spatial resolution is limited by the camera, 
rather than the projector resolution. 

To overcome this limitation, mixed scale recovery 
can be used. Foveated cameras allow selective attention to 
different regions in the working volume. In this way 
spatial resolution is limited only by the projector. 

Figure 5 shows an overview of an actual capture 
session using our foveated architecture. A projector 
displays a sequence of structured light patterns that cover 
an area about 1 x 2 x 2 meters. The field of view of the 
pan-tilt camera is set  very narrowly so that it covers only 
the teapot. The camera stays oriented towards the teapot 
as it moves through the large working volume. The 
foveated camera captures a continuous stream of images, 
which can be used to reconstruct the depth of the target. 

Figure 6 shows several images taken from a video stream 
recorded as described. The projected stripe pattern is 
clearly visible on the moving block shaped target. Below 
each video frame is a rendering of the polygonized arm 
and block depth values that were recovered. Each 
recovered mesh is shown both from the front and side.  

Traditional structured light systems require multi-
frame stripe patterns that are unsuitable for moving 
objects. Our system uses a new method that correctly 
accounts for moving objects. [17] In the example shown 
here both the camera and projector are functioning at 
lower than optimal resolution. The mixed scale system we 
have demonstrated would work equally well with devices 
functioning at their maximum resolution. In the future, we 
would like to mount the projector on a pan-tilt head, to 
eliminate this constraint on resolution as well. 

4.2. Muscle deformation recovery 

Recovering non-rigid, time-varying shape 
deformation is a particularly challenging area of computer 
vision research. High resolution imagery is essential in 
order to resolve and track features over multiple frames. 
Many applications require a wide area of coverage as 
well.  

One application is the study of tension and abnormal 
pressure on damaged human joints, on which we are 
collaborating with a biomechanics research group. By 
measuring exact skeletal configuration and deformation of 
tissue surrounding the knee, joint torques can be 
computed. These computations will ultimately help 
understand surgical modifications necessary to repair 
damage. These measurements must be taken while the 
subject is actually walking, and commercial motion 
capture systems do not have sufficient resolution to 
measure deformation while simultaneously covering a 
wide area.  

We have been able to make preliminary 
measurements using our mixed scale motion recovery 

 

 

Figure 6: Top: Several frames from the captured video of an object being moved in the volume of 
structured light. Bottom: The recovered depth map rendered from two viewpoints. 



system. A subject’s knee is marked with a number of 
features.  The subject walks normally in a large working 
volume and the system goal is the recovery of the time 
varying shape of these features.. However, at the scale of 
the entire working volume, individual features are not 
resolvable with enough resolution to recover geometry.  

Figure 7 shows several frames captured during a 
walk sequence from our foveated system. The view from 
each of two zoomed pan-tilt cameras is shown. In these 
high-resolution views, features are clearly visible. As the 
person walks, the wide area tracking system guides all 
pan-tilt cameras so that the knee stays in each video 
frame. These video streams can be post processed to 
recover shape and motion. 

Our preliminary experiments uses a hierarchical 
Lucas-Kanade tracker to track the  2D features[12]. After 
obtaining 2D feature traces, the 3D geometry is recovered 
by triangulating features between two views.  The 
resulting polygonized model is shown in the bottom row 
of Figure 7. As a visual aid, the rendered model has also 

been shown overlain on the video frames captured from 
camera 2.  

5. Conclusion 

Many real world motion recovery tasks occur in 
situations where the working environment is at a much 
larger scale than the motion to be recovered. In these 
cases neither wide area systems nor narrowly focused 
high resolution sensors are adequate individually. By 
combining a wide area localization system with a high 
resolution imaging configuration we can achieve both 
goals. The wide area system can be optimized for 
robustness and coverage, while the detailed imaging 
system can be optimized for resolution. Since these 
systems can be optimized separately, the tradeoff between 
resolution and size of working volume which must be 
made in previous systems is avoided.  

We have built a mixed scale motion recovery system 
and demonstrated its application in two different 

 
 

Figure 7. High resolution video of the subjects knee joint is captured from several views by our 
foveated motion capture system. The top two rows show synchronized video frames from two 
different viewpoints. The bottom row shows geometry recovered by triangulation. As a visual aid, 
the rendered geometry is shown superimposed on the video from camera 2. 



scenarios, neither of which would have been practical 
using exiting single scale methods.  

Using a projected structured light method, we recover 
the depth of a target object. By using a mixed scale 
system, we are able to allow target motion in a wide area 
and simultaneously image the target at a high resolution.  

We were also able to capture zoomed-in video of a 
walking subject’s knee using our mixed scale capture 
system from multiple viewpoints. Because the subject 
must be walking, a large capture area is required. Despite 
the large working volume, high resolution video was 
obtained. This video allowed us to construct a time 
varying deformation model of the tissue surrounding the 
knee joint.  

In conclusion, by partitioning motion recovery tasks 
into multiple scales and optimizing these subsystems 
separately, we can enable  recovery applications in 
situations not previously possible. 
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