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Fig. 1. A large visudizaion dsplay onwhich multi ple users can interadt using laser pointers.

Abstract. Projedion techndogy has made large tiled dsplays an exciting
feaure of advanced visualizaion systems. However, one callenge to using
such systems effedively is the development of inpu techndogies that
comfortably alow collaborative interadion with the displayed data on these
large surfaces. We have developed an input system that all ows any number of
users to interad simultaneously with data on a large display surface In this
system, ead user utilizes a laser pointer as a pen o pointing device Using
computer vision techniques, the system determines the beginning, continuation,
and end o al currently adive painter strokes. The mordinates of ead stroke
are avail able for use by visualizaion applications. This g/stem scdes well with
display size display resolution, and number of users.

1 Introduction

Large tiled displays are well-suited for visuali zation applications for multi ple reasons.
Their high resolution enables the detailed display and exploration of complex data
sets. In addition, the large display surface which is accessble by severa people,
makes coll aborative interadion with the data possble. Existing large-format systems
primarily focus on rendering and displaying large amounts of data, but have few
convenient provisions for interacion.

Enabling ratural interadion on large tiled dsplays is a key chalenge in advanced
visualization systems. Since users tend to stand in front of the display, rather than sit
at a desk, traditional keyboard and mouse interfaces are unsuitable. In addition the
large size makes it cumbersome or impossible to physicdly read all parts of the
display. The scdable nature of tiled display technology in terms of size and resolution
is another challenge. Input technology must be similarly scdable, in order to provide
high quality interadion over the entire display surface Since the large format of tiled
displays encourages multi ple people to collaborate, input technology should also scde



in number of users. On a wall size display, it is easy to imagine not just a few, but
many users smultaneoudly interading with a data set. Many reseachers in human-
computer interadion have shown that collaborative work can improve productivity
[12][20][4][2][20]. An ided interface would allow multiple people to comfortably
coll aborate diredly on the display surface

In this paper we present an input system that was developed spedficdly to provide
interadion with a tiled, badk-projeded display in our lab cdled the “Interadive
Mura”. The high resolution display surfaceis 6 ft by 2 ft and covered by eight
projedors. It is bright enoughto be used in normal office lighting and appeas as a
single seamlessdisplay deviceto usersin front of the screen (Figure 1). It is designed
to suppat complex visualizaion of large heterogeneous databases. The display
rendering is powered by an eight processor shared memory SGI Origin, with two
Infinite Redity graphics pipes[9].

In this yystem, ead individual uses a laser pointer to dredly manipulate data
displayed on the screen. Cameras oriented towards the display surface observe dl
laser spats on the display diredly. Each camera is conneded to a CPU that digitizes
the incoming video streams and finds all | aser spot locations within the canerafield of
view at ead time step. This data is communicaed to a ceitra estimator that
determines, based on time wherence and motion dynamics, whether the laser spaot is
the beginning, continuation or end of a stroke. A stroke is the mntinuous path of a
laser spat on the display surfacefrom the gopeaance of the spat to its disappeaance
This information, together with an estimate of the paosition, velocity and accéeration
of ead adive stroke, are available for use ether diredly by avisuali zation application
or indiredly after interpretation by a gesture recognition module.

Thisinput system addresses some key challengesin large format visuali zation. The
choice of laser pointers as the input apparatus provides an intuitive metaphor for a
wall-like display. In addition, laser pointers allow wireless remote accssto al parts
of the display surface As the tiled-display increases in size and resolution, this input
system is easily reconfigurable. As many cameras as necessary can be alded in order
to ensure the desired coverage and input resolution. Furthermore, since multiple laser
spots can be tradked, as many users as desired can participate in the interadion
simultaneously. This contribution is important becaise it removes a fundamental
previous limitation, allowing rot only a ollaborative discusson, but aso
coll aborative work on asingle large display surface

2 Related Work

Many large tiled dsplays have been built, but as previously noted, these systems
typicdly do not provide for natural user interadion. [9][18][15] It was predsely this
ladk of existing scdable large format interadion that motivated our work.

Existing reseach on human interadion for badk projeded dsplays tends to be
focused on smaller, single projedor systems. In this context the need for a scdable
technology does not arise. Some previous gystems employ the idea of a canera
mounted behind a projedion screen to deted user input. The Holowall system [12]
uses infrared cameras to deted hands or objects that come into contad with a display
surface The Liveboard projed [6][14] uses a rea mounted photo-effed diode that
deteds the location of an LED instrumented stylus. The LED intensity is modulated,



allowing the system to identify a few different users using frequency multiplexing.
Other computer vision based systems exist that attempt to use a canerato deted user
motion or gestures. For instance, the VIEP system [17] included vision based input in
a ollaborative work space However, none of these systems addressthe need to scde
in terms of display size, display resolution, and the number of users.

A number of display surfaceinput technologies make use of spedalized touch-
sensitive hardware to alow user input. For instance touch screens are a @mmon
solution. Microtouch [13] and SmartTech [19] are two commercial vendors of
whiteboard sized touch screens. These devices typicdly alow only a singe user and
have alimited and fixed size or resolution. Strickon and Paradiso [21] introduced a
system that uses a projeced shee of laser light just above the display surface A linea
CCD deteds the light refleded when an objed penetrates this plane. None of these
systems addressthe acommodation of multiple users. In addition, systems based on
touch-sensitive hardware require physicdly touching the screen, which may be
difficult or impossble on very large displays.

Many digital whiteboard technologies have been coupled with a single projecor
for an interadive display system. For instance Rekimoto [16] introduced a
whiteboard system that spedficdly addresses the needs of multiple user interadion.
Rather than allowing multiple users to interad diredly on the display surface this
system uses multiple display devices. Each user caries their own palmtop computer
that ads as a holding areafor personal options and new content as it is creaed. Users
can then copy this new content to the whiteboard when it is complete and ready for
public viewing. The focus of Rekimoto's work is high-level interadion methoddogies
built upon the whiteboard's underlying input technology. Our system addresses the
need for underlying hardware and software technology that fadlit ates smultaneous
multi ple user interadion in environments where the display may be much larger than a
typicd whiteboard.

Our system allows users to interad with a wall size display, either by diredly
drawing on the surfaceor by pointing from a distance. In addition, we believe that our
system isthe first that scdesin display size display resolution, and number of users.

3 Hardware Architecture

The Interadive Mural is a high resolution display providing rendering and interacion
with large omplex data sets. A laser pointer input system provides the display’s
primary mode of interadion. Figure 2 gives an overview of the hardware achitedure
that supparts this laser-based input. Behind the display wall, where the projedors
reside, a number of NTSC cameras are mounted. The caneras do not need to be
synchronized, for reasons that will be described later. Laser pointer input appeas as a
bright spot on the badc of the display surface visible to the caneras. Individualy,
ead camera only observes a fradion of the display. However, considered as a group,
the overlapping fields of view of al cameras cover the antire display surface Our
initial system used two cameras, providing a pointer resolution of 120«240 over the
display surface We later scded the system to eight cameras in order to increase the
effedive pointer resolution. We chose amulti-camera achitedure predsely because it
allows the input system to scd e in response to user requirements.



Laser pointers are typicdly more intense than other light sources. However in the
case of extremely bright projedors, wavelength bandpass filters can optionally be
install ed to increase the laser to projedor contrast.

The video stream from ead camera is digitized at up to 60 Hz by an SGI Indy
workstation. In addition to dgitization, eaty CPU locaes any laser spatsinitsfield of
view. The 2D location of eat spat in locd camera mordinates is nt over Ethernet
to an SGI Onyx2 (195 MHz R10K), which integrates information from all cameras
into a stream of input events.

4 Softwar e Ar chitecture

Whenever the laser appeas and moves acossthe display surface astroke is produced.
Our laser input system observes al | aser spots on the display screen from a wlledion
of cameras and produces a mnsistent set of user input events, including “stroke
begin”, “stroke end” and “current stroke position”. This process is challenging
becaise eab camera makes independent observations, and laser spats from ead of
several pointers may have no unique charaderistics.

In our architedure, laser spots are identified in locd coordinates by ead camera-
CPU pair. These locaions are communicaed to a ceitral estimator which fuses
independent measurements into a single stream of input events. Additional modules
suppat differentiation and processng of laser strokes initiated by multiple
simultaneous users.

Sincethis g/stem is meant to suppart user interadion, efficiency isimportant. The
latency introduced by our software processng pipeline is under 20ms when supparting
three simultaneous users. This is aufficient for supparting interadion, and lower than
the latency introduced by other parts of our visualization framework.

4.1 Locating the laser spot

Laser spots must be extraded from ead observed video stream. As described in the
last sedion, laser pointers appea much brighter than the projedor display to our
cameras. We can use simple thresholding and classfy any pixel that is brighter than a
threshold T as a laser spat. Since laser spots e through our diffusive projedion
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Fig. 2. Laser pointers are used as input devices on awall size display. An array of cameras
and CPUs placal behind the screen deteds the projeded laser spots. Information from
individual cameras is filtered and aggregated by a central estimator to provide a stream of
stroke events to visuali zation appli cations.



screen typicdly occupy more than one pixel on the canera CCD, we alditionally
aggregate regions of neighboring bright pixels into a single observed measurement.
We take the mean location of participating pixels as the observed locaion. Typicdly a
single laser point will produce aspot with a diameter of between three ad twelve
pixels. The exad sizedepends on the canerafield of view and iris ttings.

Conceptualy, we ched every pixel in a canera’s field of view to seeif it should
be dassfied as alaser spat. In pradice we can use a @mbination of subsampling and
prediction to adjust the number of pixels inspeded, depending on desired processor
load. Since the size of a projeded laser spat is larger than one pixel, we have found
that cheding approximately 30% of all pixelsis adequate.

After extrading observed laser pointsin locd camera wordinates, these locations
are ommunicaed via Ethernet to a stroke estimation server. The server uses all
ohservations to maintain an estimate of the aurrent number, location, and velocity of
laser paintersin use.

4.2 Estimating Point L ocation

Laser interadion is deteded by a set of independently observing cameras. Some
method needs to be employed to merge these observations into a single @nsistent
estimate of user input. The cantral stroke estimator in our system integrates data from
al cameras into a singe stream of information with resped to a common frame of
reference

Each camera observes laser points in its own frame of reference We cdibrate 4l
the caneras [8] so that their positions and orientations relative to the display are
known. Thus the 2D locaionsin the canerareferenceframe can be eaily transformed
to the display reference frame. However, some filtering of the datais necessry for the
following two reasons. First, as the pointer traverses the screen, it will move in and
out of ead cameras field of view. The filter needs to merge these separate pointer
positions into a single @ntinuous dream of events. The events include the start,
continuation and end of a stroke. Second, the 2D locaions obtained by the low level
point extradion routines are noisy, both because the point detedion is imperfed and
becaise the laser spots tend to jitter on the screen when pointers are used from a
distance The central estimator nedals to filter the incoming data to produce asinge
smocth stroke asent of any painter jitter.

The following example ill ustrates the necessty of using a filter. Consider a laser
point projeded into the overlapping region of two cameras and not moving at all
(Figure 3). Both cameras report a measurement to the central server that is in turn
converted to a paosition on the display. These two pcsitions are two conseadtive points
on a gtroke. If the cameras are perfedly cdibrated, the two pasitions dould be the
same. However, in redity, there is always ome dight error in the cdibration, and
measurements from cameras A and B will be mnverted to dightly different positions
on the display. Therefore, without filtering, even if the adua laser pointer is not
moving, the estimated pdnter position will appea to jump badk and forth rapidly
between points A and B, in sync with the 60 Hz updates from eat camera. Even if the
miscdibration isonly afew pixels, this effed is very distrading to the user.



4.3 Fusing M easur ements

We use aKaman filter to integrate our data and to estimate the pointer path. Thisisa
well-known tod for parameter estimation of dynamic systems given dired or indirect
noisy measurements. In this dion we give an intuitive description of how a Kalman
filter works. A comprehensive tutorial on the Kalman estimation framework can be
found in[5].

In the spedfic case of tradking a single laser pointer, the “system states’ to be
estimated are the 2D position, velocity and acceeration [p, v, a] of the laser spot in
screen space and the noisy “measurement” is the 2D position z in camera image
space When a measurement is observed at time t, the Kalman filter performs the
following steps. 1. State prediction: predict the new state & time t from the previous
state based on a “constant acceeration” dynamic model: a=a, Vi=Veat+ aea At
PEPeat + Viar At +acy (A)%2; 2. Measurement prediction: predict the expeded
measurement at time t from the system state, i.e. y=Hp, wherey is the predicted 2D
position in camera space ad H is the projedion, based on eat camera cdibration,
from screen coordinates to camera @ordinates. 3. Kalman state updae: compare the
predicted measurement y and the adual measurement z, and update the final estimate
of the state based on observed discrepancies and the noise model of the state and
measurement processes. After updating the system state, the newly estimated pdnter
locdion is output to any visuali zation applications that exped pointer input.

Conceptualy, the final state estimate is a weighted average of the predicted and
the observed locaion, optimal in a least square sense. This effedively removes the
high frequency noise present in the observed pdnt locaion. It should also be noted
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Fig. 3. Due to smal miscdibrations,
observations from camera A and B of the
same laser point are transformed to dfferent
locaions in the global coordinate space
Withou filtering, user input will exhibit high
frequency jitter between these locations.

Fig. 4. The central estimator associates |aser
points observed by the tradking subsystem
with pdnts predicted by existing Kalman
systems (strokes). Matched pants revise the
relevant stroke state, while unmatched pdnts
cause strokes to be alded or deleted.



that since the dynamic model in the Kalman filtering framework explicitly describes
how states vary with time, inputs to thisfilter need not be synchronized as long as they
are time-stamped with resped to a universal time reference.

4.4 Managing Multiple Strokes

Thus far, we have only considered a single laser pointer in use. In pradice we may
have numerous pointers smultaneously adive. Laser spots originating from distinct
strokes must be distinguished from one another, and information about eat adive
stroke must be maintained.

Our method credes a separate Kalman system for ead adive pointer stroke.
Whenever the central estimator receves a canera observation, data asociation neals
to be employed to match ead observed pant with the crred stroke. We predict the
expeded pasition of ead adive laser stroke based on its previous paosition and
velocity, and compare these to eat observed pgsition.

We first need to determine, for ead observed pdnt, whether it could be caised by
any existing systems (strokes) in the filter. This determination is made by cheding
whether the observed pdnt lieswithin an elli pticd region around ead predicted pant.
This region is the validation region that is gandard in many Kalman filter based
tradking applicaions [1]. If the observed pdnt lies in the region it is considered
“valid” and associated with an existing stroke. An observed padnt which is distant
from any predicted point will be considered as the start of a new stroke.

For eat valid observation, we asociate the observed pdnt with the dosest
predicted pdant. We have found that this data asciation technique works well in
pradice Even strokes which intersed on the display surface ae rarely interchanged.
However, this processis not perfed, and there ae several reasons that the wrong
association could be chosen. Perhaps the user exerted such a large accéeration to the
laser pointer that the adual observed value lies far from the prediction. An
observation system with a high ypdate rate miti gates this effed. Points do not move
very much between fields when a 60 Hz update rate is maintained. Another difficulty
arises when two laser points are positioned nea each other. Because of the dose
proximity of the paints, the likelihoodis increased that the wrong associations will be
chosen. Although this is a theoreticd concern, it has little implicaion in pradice,
predsely becaise the points are dose together. Even if the wrong assciation is
chosen, the fad that it is nearby ensures that there will be minimal resultingimpad on
the estimated trgjedory. Drastic erors are not made becaise the asciation is
bounded by the size of the validation region. After finding associations we update the
state of ead Kalman system (stroke) that was observed by the airrent camera.

4.5 Adding and Deleting Active Strokes

After associating valid observations, there may remain observed pdnts with no
asciated stroke, and strokes with no observed padnt. In these caes, systems may
need to be alded or deleted. Figure 4 shows the processng performed by the central
estimator, including the conditi ons under which strokes are added and deleted.

When a new laser pointer becomes active, there is not yet an adive stroke with
which the observed laser point can be sssciated. After validating ead observed pant
and associating them with one of the predicted states, we chedk for any observations



left with no association. These observations are treaed as the beginning of a new
stroke. We initialize anew Kaman system with paosition at the observed locaion, and
velocity zero. This new system is added to the existing set of adive strokes.

When a stroke ends and the laser pointer is turned off, there is no explicit signal
that indicaes that this has occurred. Failure to observe apredicted pant could mean
any number of things. Perhaps the laser point lies outside the viewing area of the
current camera, or posshly the low level trading failed on this field and the laser
point was smply missed. However, we do know that if the laser paint is on, it should
be ohservable by some canera. Since our tracking is fairly robust, we believe that the
point will not be overlooked during low level tradking for more than a few frames.
Thus, if we do not associate aty observation with an adive stroke for some duration,
we dedare the stroke finished and remove it from the adive set of Kalman systems.
We set this duration to 500 ms, but the exad value is a tradeoff between latency in
receving stroke end events and the reliability of the underlying observation system.

4.6 Supporting Multiple Users

After finding associations, updating the gpropriate Kalman states, creaing rew
strokes, and deleting inadive strokes, our system communicaes the new information
to user applications. In addition to stroke-begin and stroke-end events, our system
sends the aurrent position of ead adive stroke to user appli caions.

Our ealy multi-user applicaions tended to assume that ead user would be
identified uniquely based on laser pointer color. We have both red and green laser
pointers, and additionally experimented with making light pens from a variety of LED
colors. While this is the most straightforward way to retrofit existing single user
applicaions, many interadions do not acualy require knowledge of which physica
pointer isadively in use. Rather, the mntext within which the strokes are placed in the
applicaion is of primary importance For example, there may be no nedl to identify
which user seleded an option from a menu or edited a document, only that the adion
occurred. Furthermore, some interface technologies are fundamentally context free
For instance, Bier et. a. [3] discussd click-throughtoals. This interadion technique
explicitly replaces the standard user todl palette with on screen transparent lenses that
affed underlying data when a user clicks on them. Addtionaly, even when
applicaions gore context such as preferences on a per user basis, physicd tags may
not be the only way to dsambiguate mntext. For instance Rekimoto [16] uses
temporal coherence of strokes to determine which of severa identicad user styluses
has generated a stroke on the whiteboard in the Pick-and-Drop system.

Given the variety of user interadion methoddogies avail able to applicaions, we
abandoned the naive asaumption that a physicd identifier is required. Currently, in
addition to laser color ead event istagged with an ID field, indicaing to which stroke
it belongs. Although the user applicaion may not know from which physicd laser
pointer a stroke originates, user applications can resolve cnsistent click and drag
seguences, even when multi ple strokes of the same wlor are adive in asinge region
of the work space Currently, when multiple users interad using our system, the
primary modality iswith red laser pointers only.



5 Discussion

The fad that a laser pointer is by definition a pointing device, and is usually shaped
liked a pen, makes it a natural and intuitive gpparatus for interading with a wall-like
display. Our laser input system was originaly installed as one of several input devices
for the Interadive Mura. During the murse of a yea, users difted from using
wirelessmice and tradkball s to full time use of the laser tradking system. Additionally,
we have observed that lab visitors immediately understand how to control appli caions
using a laser pointer, while our previous inertial wireless mouse required instruction
before users could use it effedively.

The remote nature of laser pointers is another important asped of their use & an

input device. While some users tend to approach the display and draw with the laser
pointer asif they are using a whiteboard, it is not unusual for a wllaborating party to
make some small adjustment to the work without approacing the board. In addition,
our system is useful on large displays where physicdly reading al portions of the
display isimpaossble.
The stroke locations reported by our system may also be used to generate some higher
level input events. For example, we have adata presentation tod to visualize data
stored in a hierarchicd structure. At ead node some mmbination of images, text,
video or animated graphics is displayed on the projedion wall. Stroke based gestures
are used to navigate the data hierarchy. We make use of the existing Unistroke toalkit
[7]. The output stroke pasitions of our tracing system passfirst through the gesture
recognition module, and remgnized strokes are alded as a symbadlic event onto the
appli cation queue.

Our architedure provides an input device that scdes with the asciated tiled
display. Our original installation used only two cameras. We have sinceinstalled bah
four and eight camera systems. In addition to our own tiled display, at the request of
an outside reseach ingtitution, we installed another laser based input system in their
laboratory. Their tiled display uses twelve projedors and covers an 8 ft by 12 ft area
The laser tradking for this display is handled by four cameras attached to Wintel PCs
with Matrox video dgitizing boards. These systems work as expeded and we fed
confident that cameras can be scdably added in order to oltain any required
resolution or range of coverage. The scaable nature of this technology makesit easily
adaptable and deployable for displays with different size ad resolution configuration.

The laser input architedure described here supparts not just one or two, but many
simultaneous users. We have exploited the systems capabiliti es with up to six adive
laser pointers, and fed that the cllaboration enabled by multi-user interadion is an
important component of our visuali zation framework.

6 Conclusion

We have presented an input technology designed for large-format interactive
visualization systems. Laser pointers are used as an intuitive, wirelessinput device
The underlying herdware and software suppats multiple users working
collaboratively. Furthermore, it is cdable in terms of both the number of users, and
the size and resolution of the display, making it particularly suitable for large tiled

displays.
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