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Abstract. Projection technology has made large tiled displays an exciting 
feature of advanced visualization systems. However, one challenge to using 
such systems effectively is the development of input technologies that 
comfortably allow collaborative interaction with the displayed data on these 
large surfaces. We have developed an input system that allows any number of 
users to interact simultaneously with data on a large display surface. In this 
system, each user utilizes a laser pointer as a pen or pointing device. Using 
computer vision techniques, the system determines the beginning, 
continuation, and end of all currently active pointer strokes. The coordinates of 
each stroke are available for use by applications. This system scales well with 
display size, display resolution, and number of users. 
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1 Introduction 
Large tiled displays are well-suited for complex visualization applications. Their 
high resolution enables the detailed display and exploration of complex data sets. In 
addition, the large display surface, which is accessible by several people, makes 
collaborative interaction with the data possible. Existing large-format systems 
primarily focus on rendering and displaying large amounts of data, but have few 
convenient provisions for interaction.  

Enabling natural interaction on large tiled devices is a key challenge in advanced 
display systems. Since users tend to stand in front of the display, rather than sit at a 
desk, traditional keyboard and mouse interfaces are unsuitable. In addition the large 
size makes it cumbersome or impossible to physically reach all parts of the display. 
The scalable nature of tiled display technology in terms of size and resolution is 
another challenge. Input technology must be similarly scalable, in order to provide 

  
 
Fig. 1. A large tiled display on which multiple users can interact using laser pointers. 

 



 

high quality interaction over the entire display surface. Since the large format of tiled 
displays encourages multiple people to collaborate, input technology should also 
scale in number of users. On a wall size display, it is easy to imagine not just a few, 
but many users simultaneously interacting with a data set. Many researchers in 
human-computer interaction have shown that collaborative work can improve 
productivity [13][12][4][2][22]. An ideal interface would allow multiple people to 
comfortably collaborate directly on the display surface.  Existing technology does not 
adequately address this need.  

In this paper we present an input system that was developed specifically to 
provide interaction with a tiled, back-projected display in our lab called the 
“Interactive Mural”. The high resolution display surface is 6 ft by 2 ft and covered by 
eight projectors. It is bright enough to be used in normal office lighting and appears 
as a single seamless display device to users in front of the screen (Figure 1). It is 
designed to support complex visualization of large heterogeneous databases. The 
display rendering is powered by an eight processor shared memory SGI Origin, with 
two Infinite Reality graphics pipes [10].   

In this system, each individual uses a laser pointer to directly manipulate data 
displayed on the screen. Cameras oriented towards the display surface observe all 
laser spots on the display directly. Each camera is connected to a CPU that digitizes 
the incoming video streams and finds all laser spot locations within the camera field 
of view at each time step. This data is communicated to a central estimator that 
determines, based on time coherence and motion dynamics, whether the laser spot is 
the beginning, continuation or end of a stroke. A stroke is the continuous path of a 
laser spot on the display surface from the appearance of the spot to its disappearance. 
This information, together with an estimate of the position, velocity and acceleration 
of each active stroke, are available for use either directly by applications or indirectly 
after interpretation by a gesture recognition module.  

This input system addresses some key challenges in large format visualization. 
The choice of laser pointers as the input apparatus provides an intuitive metaphor for 
a wall-like display. In addition, laser pointers allow wireless, remote access to all 
parts of the display surface. As the tiled-display increases in size and resolution, this 
input system is easily reconfigurable. As many cameras as necessary can be added in 
order to ensure the desired coverage and input resolution. Furthermore, since 
multiple laser spots can be tracked, as many users as desired can participate in the 
interaction simultaneously. This contribution is important because it removes a 
fundamental previous limitation, allowing not only a collaborative discussion, but 
also collaborative work on a single large display surface. 

2 Related Work 
Many large tiled displays have been built, but as previously noted, these systems 
typically do not provide for natural user interaction. [10][20][17] It was precisely this 
lack of existing scalable large format interaction that motivated our work.  

Existing research on human interaction for back projected displays tends to be 
focused on smaller, single projector systems. In this context the need for a scalable 
technology does not arise. Some previous systems employ the idea of a camera 



 

mounted behind a projection screen to detect user input. The HoloWall system [14] 
uses infrared cameras to detect hands or objects that come into contact with a display 
surface. The Liveboard project [6][16] uses a rear mounted photo-effect diode that 
detects the location of an LED instrumented stylus. The LED intensity is modulated, 
allowing the system to identify a few different users using frequency multiplexing. 
Other computer vision based systems exist that attempt to use a camera to detect user 
motion or gestures. For instance, the VIEP system [19] included vision based input 
in a collaborative work space. However, none of these systems address the need to 
scale in terms of display size, display resolution, and the number of users. 

A number of display surface input technologies make use of specialized touch-
sensitive hardware to allow user input. For instance, touch screens are a common 
solution. Microtouch [15] and SmartTech [21] are two commercial vendors of 
whiteboard sized touch screens. These devices typically allow only a single user and 
have a limited and fixed size or resolution. Strickon and Paradiso [23] introduced a 
system that uses a projected sheet of laser light just above the display surface. A 
linear CCD detects the light reflected when an object penetrates this plane. None of 
these systems address the accommodation of multiple users. In addition, systems 
based on touch-sensitive hardware require physically touching the screen, which may 
be difficult or impossible on very large displays.  

Many digital whiteboard technologies have been coupled with a single projector 
for an interactive display system. For instance, Rekimoto [18] introduced a 
whiteboard system that specifically addresses the needs of multiple user interaction. 
Rather than allowing multiple users to interact directly on the display surface, this 
system uses multiple display devices. Each user carries their own palmtop computer 
that acts as a holding area for personal options and new content as it is created. 
Users can then copy this new content to the whiteboard when it is complete and 
ready for public viewing. The focus of Rekimoto's work is high-level interaction 
methodologies built upon the whiteboard’s underlying input technology. Our system 
addresses the  need for underlying hardware and software technology that facilitates 
simultaneous multiple user interaction in environments where the display may be 
much larger than a typical whiteboard. 

Our system allows users to interact with a wall size display, either by directly 
drawing on the surface or by pointing from a distance. In addition, we believe that 
our system is the first that scales in display size, display resolution, and number of 
users. 

3 Hardware Architecture 
The Interactive Mural is a high resolution tiled display providing rendering and 
interaction with large complex data sets. The focus of this article is on the 
technology used to provide interaction. However, the display and rendering systems 
have themselves undergone four iterations of design.  Details on tiled rendering and 
seamless blending are available in separate reports [8][11]. 

A laser pointer input system provides the display’s primary mode of interaction. 
Figure 2 gives an overview of the hardware architecture that supports this laser-
based input. Behind the display wall, where the projectors reside, a number of NTSC 



 

cameras are mounted. The cameras do not need to be synchronized, for reasons that 
will be described later. Laser pointer input appears as a bright spot on the back of the 
display surface, visible to the cameras. Individually, each camera only observes a 
fraction of the display. However, considered as a group, the overlapping fields of 
view of all cameras cover the entire display surface. Our initial system used two 
cameras, providing a pointer resolution of 1200x240 over the display surface. We 
later scaled the system to eight cameras in order to increase the effective pointer 
resolution. We chose a multi-camera architecture precisely because it allows the 
input system to scale in response to user requirements. 

Laser pointers are typically more intense than other light sources.  However in 
the case of extremely bright projectors, wavelength bandpass filters can optionally be 
installed to increase the laser to projector contrast. 

The video stream from each camera is digitized at up to 60 Hz by an SGI Indy 
workstation. In addition to digitization, each CPU locates any laser spots in its field 
of view. The 2D location of each spot in local camera coordinates is sent over 
Ethernet to an SGI Onyx2 (195 MHz R10K), which integrates information from all 
cameras into a stream of input events.  

4 Software Architecture  
Whenever the laser appears and moves across the display surface a stroke is 
produced. Our laser input system observes all laser spots on the display screen from a 
collection of cameras and produces a consistent set of user input events, including 
“stroke begin”, “stroke end” and “current stroke position”. This process is 
challenging because each camera makes independent observations, and laser spots 
from each of several pointers may have no unique characteristics. 

In our architecture, laser spots are identified in local coordinates by each camera-
CPU pair. These locations are communicated to a central estimator which fuses 
independent measurements into a single stream of input events. Additional modules 
support differentiation and processing of laser strokes initiated by multiple 
simultaneous users.  

Since this system is meant to support user interaction, efficiency is important. 
The latency introduced by our software processing pipeline is under 20ms when 
supporting three simultaneous users. This is sufficient for supporting interaction, and 
lower than the latency introduced by other parts of our visualization framework. 

4.1 Locating the laser spot 

Laser spots must be extracted from each observed video stream. As described in the 
last section, laser pointers appear much brighter than the projector display to our 
cameras. We can use simple thresholding and classify any pixel that is brighter than 
a threshold T as a laser spot. Since laser spots seen through our diffusive projection 
screen typically occupy more than one pixel on the camera CCD, we additionally 
aggregate regions of neighboring bright pixels into a single observed measurement. 
We take the mean location of participating pixels as the observed location. Typically 
a single laser point will produce a spot with a diameter of between three and twelve 
pixels. The exact size depends on the camera field of view and iris settings.  



 

Conceptually, we check every pixel in a camera’s field of view to see if it should 
be classified as a laser spot. In practice, we can use a combination of subsampling 
and prediction to adjust the number of pixels inspected, depending on desired 
processor load. Since the size of a projected laser spot is larger than one pixel, we 
have found that checking approximately 30% of all pixels is adequate.  

After extracting observed laser points in local camera coordinates, these locations 
are communicated via Ethernet to a stroke estimation server. The server uses all 
observations to maintain an estimate of the current number, location, and velocity of 
laser pointers in use.  

4.2 Estimating Point Location 

Laser interaction is detected by a set of independently observing cameras. Some 
method needs to be employed to merge these observations into a single consistent 
estimate of user input. The central stroke estimator in our system integrates data 
from all cameras into a single stream of information with respect to a common frame 
of reference.  

Each camera observes laser points in its own frame of reference. We calibrate all 
the cameras [9] so that their positions and orientations relative to the display are 
known. Thus the 2D locations in the camera reference frame can be easily 
transformed to the display reference frame. However, some filtering of the data is 
necessary for the following two reasons. First, as the pointer traverses the screen, it 
will move in and out of each camera's field of view. The filter needs to merge these 
separate pointer positions into a single continuous stream of events. The events 
include the start, continuation and end of a stroke. Second, the 2D locations obtained 
by the low level point extraction routines are noisy, both because the point detection 
is imperfect and because the laser spots tend to jitter on the screen when pointers are 
used from a distance. The central estimator needs to filter the incoming data to 
produce a single smooth stroke absent of any pointer jitter.  

The following example illustrates the necessity of using a filter. Consider a laser 
point projected into the overlapping region of two cameras and not moving at all 
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Fig. 2. Laser pointers are used as input devices on a wall size display. An array of cameras 
and CPUs placed behind the screen detects the projected laser spots. Information from 
individual cameras is filtered and aggregated by a central estimator to provide a stream of 
stroke events to visualization applications. 

 



 

(Figure 3). Both cameras report a measurement to the central server that is in turn 
converted to a position on the display. These two positions are two consecutive points 
on a stroke. If the cameras are perfectly calibrated, the two positions should be the 
same. However, in reality, there is always some slight error in the calibration, and 
measurements from cameras A and B will be converted to slightly different positions 
on the display. Therefore, without filtering, even if the actual laser pointer is not 
moving, the estimated pointer position will appear to jump back and forth rapidly 
between points A and B, in sync with the 60 Hz updates from each camera. Even if 
the miscalibration is only a few pixels, this effect is very distracting to the user.  

4.3 Fusing Measurements 

We use a Kalman filter to integrate our data and to estimate the pointer path. This is 
a well-known tool for parameter estimation of dynamic systems given direct or 
indirect noisy measurements. In this section we give an intuitive description of how a 
Kalman filter works. A comprehensive tutorial on the Kalman estimation framework 
can be found in [5]. 

In the specific case of tracking a single laser pointer, the “system states” to be 
estimated are the 2D position, velocity and acceleration [p, v, a] of the laser spot in 
screen space, and the noisy “measurement” is the 2D position z in camera image 
space. When a measurement is observed at time t, the Kalman filter performs the 
following steps:  1. State prediction: predict the new state at time t from the previous 
state based on a “constant acceleration” dynamic model: at=at-∆t, vt=vt-∆t + at-∆t· ∆t, 
pt=pt-∆t + vt-∆t· ∆t + at-∆t· (∆t)2/2;  2. Measurement prediction: predict the expected 
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Fig. 3. Due to small miscalibrations, 
observations from camera A and B of the 
same laser point are transformed to different 
locations in the global coordinate space. 
Without filtering, user input will exhibit 
high frequency jitter between these 
locations. 
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Fig. 4. The central estimator associates laser 
points observed by the tracking subsystem 
with points predicted by existing Kalman 
systems (strokes). Matched points revise the 
relevant stroke state, while unmatched 
points cause strokes to be added or deleted.   



 

measurement at time t from the system state, i.e. yt=Hpt, where y is the predicted 2D 
position in camera space and H is the projection, based on each camera calibration, 
from screen coordinates to camera coordinates. 3. Kalman state update: compare the 
predicted measurement y and the actual measurement z, and update the final 
estimate of the state based on observed discrepancies and the noise model of the state 
and measurement processes. After updating the system state, the newly estimated 
pointer location is output to any applications that expect pointer input. 

Conceptually, the final state estimate is a weighted average of the predicted and 
the observed location, optimal in a least square sense. This effectively removes the 
high frequency noise present in the observed point location. It should also be noted 
that since the dynamic model in the Kalman filtering framework explicitly describes 
how states vary with time, inputs to this filter need not be synchronized as long as 
they are time-stamped with respect to a universal time reference. 

4.4 Managing Multiple Strokes 

Thus far, we have only considered a single laser pointer in use. In practice, we may 
have numerous pointers simultaneously active. Laser spots originating from distinct 
strokes must be distinguished from one another, and information about each active 
stroke must be maintained. 

Our method creates a separate Kalman system for each active pointer stroke. 
Whenever the central estimator receives a camera observation, data association needs 
to be employed to match each observed point with the correct stroke. We predict the 
expected position of each active laser stroke based on its previous position and 
velocity, and compare these to each observed position.  

We first need to determine, for each observed point, whether it could be caused 
by any existing systems (strokes) in the filter. This determination is made by 
checking whether the observed point lies within an elliptical region around each 
predicted point. This region is the validation region that is standard in many Kalman 
filter based tracking applications [1]. If the observed point lies in the region it is 
considered “valid” and associated with an existing stroke. An observed point which 
is distant from any predicted point will be considered as the start of a new stroke. 

For each valid observation, we associate the observed point with the closest 
predicted point. We have found that this data association technique works well in 
practice. Even strokes which intersect on the display surface are rarely interchanged. 
However, this process is not perfect, and there are several reasons that the wrong 
association could be chosen. Perhaps the user exerted such a large acceleration to the 
laser pointer that the actual observed value lies far from the prediction. An 
observation system with a high update rate mitigates this effect. Points do not move 
very much between fields when a 60 Hz update rate is maintained. Another difficulty 
arises when two laser points are positioned near each other. Because of the close 
proximity of the points, the likelihood is increased that the wrong associations will 
be chosen. Although this is a theoretical concern, it has little implication in practice, 
precisely because the points are close together. Even if the wrong association is 
chosen, the fact that it is nearby ensures that there will be minimal resulting impact 
on the estimated trajectory. Drastic errors are not made because the association is 



 

bounded by the size of the validation region. After finding associations we update the 
state of each Kalman system (stroke) that was observed by the current camera.  

4.5 Adding and Deleting Active Strokes 

After associating valid observations, there may remain observed points with no 
associated stroke, and strokes with no observed point. In these cases, systems may 
need to be added or deleted. Figure 4 shows the processing performed by the central 
estimator, including the conditions under which strokes are added and deleted. 

When a new laser pointer becomes active, there is not yet an active stroke with 
which the observed laser point can be associated. After validating each observed 
point and associating them with one of the predicted states, we check for any 
observations left with no association. These observations are treated as the beginning 
of a new stroke. We initialize a new Kalman system with position at the observed 
location, and velocity zero. This new system is added to the existing set of active 
strokes.  

When a stroke ends and the laser pointer is turned off, there is no explicit signal 
that indicates that this has occurred. Failure to observe a predicted point could mean 
any number of things. Perhaps the laser point lies outside the viewing area of the 
current camera, or possibly the low level tracking failed on this field and the laser 
point was simply missed. However, we do know that if the laser point is on, it should 
be observable by some camera. Since our tracking is fairly robust, we believe that the 
point will not be overlooked during low level tracking for more than a few frames. 
Thus, if we do not associate any observation with an active stroke for some duration, 
we declare the stroke finished and remove it from the active set of Kalman systems. 
We set this duration to 500 ms, but the exact value is a tradeoff between latency in 
receiving stroke end events and the reliability of the underlying observation system.  

4.6 Supporting Multiple Users 

After finding associations, updating the appropriate Kalman states, creating new 
strokes, and deleting inactive strokes, our system communicates the new information 
to user applications. In addition to stroke-begin and stroke-end events, our system 
sends the current position of each active stroke to user applications.  

Our early multi-user applications tended to assume that each user would be 
identified uniquely based on laser pointer color. We have both red and green laser 
pointers, and additionally experimented with making light pens from a variety of 
LED colors. While this is the most straightforward way to retrofit existing single 
user applications, many interactions do not actually require knowledge of which 
physical pointer is actively in use. Rather, the context within which the strokes are 
placed in the application is of primary importance. For example, there may be no 
need to identify which user selected an option from a menu or edited a document, 
only that the action occurred. Furthermore, some interface technologies are 
fundamentally context free. For instance, Bier et. al. [3] discussed click-through-
tools. This interaction technique explicitly replaces the standard user tool palette 
with on screen transparent lenses that affect underlying data when a user clicks on 
them. Additionally, even when applications store context such as preferences on a 



 

per user basis, physical tags may not be the only way to disambiguate context. For 
instance, Rekimoto [18] uses temporal coherence of strokes to determine which of 
several identical user styluses has generated a stroke on the whiteboard in the Pick-
and-Drop system. 

Given the variety of user interaction methodologies available to applications, we 
abandoned the naï ve assumption that a physical identifier is required. Currently, in 
addition to laser color each event is tagged with an ID field, indicating to which 
stroke it belongs. Although the user application may not know from which physical 
laser pointer a stroke originates, user applications can resolve consistent click and 
drag sequences, even when multiple strokes of the same color are active in a single 
region of the work space. Currently, when multiple users interact using our system, 
the primary modality is with red laser pointers only. 

5 Discussion 
The fact that a laser pointer is by definition a pointing device, and is usually shaped 
liked a pen, makes it a natural and intuitive apparatus for interacting with a wall-like 
display. Our laser input system was originally installed as one of several input 
devices for the Interactive Mural. During the course of a year, users shifted from 
using wireless mice and trackballs to full time use of the laser tracking system. 
Additionally, we have observed that lab visitors immediately understand how to 
control applications using a laser pointer, while our previous inertial wireless mouse 
required instruction before users could use it effectively.  

Researchers in our lab previously used input devices that supported only a single 
user. The desire for multi-user input was one of the motivations for the development 
of this system, however very few of the existing projects on our display have yet been 
retrofitted to support multiple users. In order to test this aspect of our input system 
we have specifically developed several applications.  

The first is a simple multi-user whiteboard application. This application 
highlights the need for high accuracy and low latency since drawing on a surface 
provides a very direct form of feedback. Multiple users can draw on the display 
simultaneously, and strokes optionally appear in a color corresponding to the color of 
the laser pointer. Although simple, this application is compelling enough that we 
have several times come back from a meeting to find that passersby have filled the 
display with graffiti and artwork.  

The second application is a jigsaw puzzle. Pieces of the puzzle initially appear in 
random locations on the display. Multiple people collaborate to drag the pieces 
around the display until the puzzle is assembled. This application was specifically 
designed to test the ability of our system to perform when users must collaborate by 
reaching into each others space to manipulate objects. Since the final location of a 
puzzle piece may be in front of another user, this occurs frequently. Although users 
are all given red laser pointers, and multiple strokes frequently cross on the screen, 
strokes from different users are not confused. Users drag pieces in collaboration with, 
but without interference from, other users. 

In addition to direct manipulation, the stroke locations reported by our system 
may also be used to generate higher level input events. For example, a colleague 



 

working on user interface issues has developed a data presentation tool to visualize 
data stored in a hierarchical structure. At each node some combination of images, 
text, video or animated graphics is displayed on the projection wall. Stroke based 
gestures are used to navigate the data hierarchy. An existing toolkit, Unistroke, is 
used to interpret strokes [7]. The output stroke positions of our tracking system pass 
first through the gesture recognition module, and recognized strokes are added as a 
symbolic event onto the application queue.  

Our architecture provides an input device that scales with the associated tiled 
display. Our original installation used only two cameras. We have since installed 
both four and eight camera systems. These systems work as expected and we feel 
confident that cameras can be scalably added in order to obtain any required 
resolution or range of coverage. The scalable nature of this technology makes it 
easily adaptable and deployable for displays with different size and resolution 
configurations.  

Laser pointers can be used either as a pen directly on the display surface, or from 
a distance as a remote pointing device. It is interesting to consider whether users 
may have a preferred mode of operation. In our experience with this display wall, 
preference appears to vary based on the current task. Some users tend to approach 
the display and draw with the laser pointer as if they are using a whiteboard. Users 
who do this tend to be those who are more familiar with the system, often within the 
context of leading a discussion or demonstrating a research result for lab visitors. 
Secondary participants tend to stand one step back from the board and occasionally 
make annotations, or drag data to some new position. We hypothesize that this is as 
much a social constraint as an actual preference for modality. The group leader 
maintains a prominent position due to proximity to the board, and other group 
members defer to authority by keeping a step back.  

In addition to social constraints, physical constraints also determine preference 
for pen or remote pointer based input. Our display was designed in terms of size and 
resolution specifically for the purpose of investigating whiteboard style interaction, 
and is used heavily by researchers interested in designing suitable user interfaces. 
These researchers tend to develop and manipulate detailed widgets that require 
precise interaction. When the laser pointer is used remotely, precise interaction is 
difficult since the laser spot tends to jitter. Consequently, these researchers prefer 
pen based interaction directly at the display. The physical constraints of other 
displays will almost certainly be different. 

At the request of an outside research institution, we installed another laser based 
input system in their laboratory. Their tiled display uses twelve projectors and covers 
an 8 ft by 12 ft area. The laser tracking for this display is handled by four cameras 
attached to Wintel PCs with Matrox video digitizing boards. The physical constraints 
of this arrangement are quite different. The size of this display prohibits direct pen 
style input, since some parts of the screen are not reachable. In addition, rather than 
detailed interaction and manipulation tasks that require precise control, this display 
is primarily used by researchers interested in rendering virtual environments. Pointer 
input is used to navigate in the virtual environment. These environments typically 
cover most of the display, and users stand back in order to see everything.  



 

The laser input architecture described here supports not just one or two, but many 
simultaneous users. We have exploited the systems capabilities with up to six active 
laser pointers, and feel that the collaboration enabled by multi-user interaction is the 
most important component of our framework. 

6 Conclusion   
We have presented an input technology designed for large-format interactive display 
systems. Laser pointers are used as an intuitive, wireless input device. The 
underlying hardware and software supports multiple users working collaboratively. 
Furthermore, it is scalable in terms of both the number of users, and the size and 
resolution of the display, making it particularly suitable for large tiled displays. 
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